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Problem Statement  

Å Current C4ISR/EW systems use single purpose hardware and software which lack flexibility 

and compete for limited resources on the platform (i.e., space, power, spectrum).  

Å CERDEC is defining a converged architecture that will provide open interfaces to enable rapid 

insertion of new capabilities, interoperability and a reduced SWaP footprint.  

­ Enables sharing of hardware and software components among C4ISR/EW capabilities. 

­ Allows technology refresh to keep pace with threats while improving reliability and robustness. 

­ Supports current and future interoperability requirements and facilitates transition planning. 

­ Permits capabilities that are innovative but unplanned to be rapidly implemented, ñfuture-proofingò. 

­ Reduces developmental and acquisition costs through greater commercial competition. 

Å Specifications will be developed and matured during the FY14-17 timeframe by developing 

reference implementations within the converged architecture. 

Å System of systems problem space requires communication across organizations, along with 

active PEO/PM and industry participation. 



3 15 JAN 15 

APPROVED FOR PUBLIC RELEASE 

APPROVED FOR PUBLIC RELEASE 

Phase 1 (FY14-15) 
ÅImprove SWaP via a common chassis for C4ISR/EW 
ÅDefine an architecture at the hardware,  

software, and network layers 
ÅValidate the architecture by integrating 

EW, Comms, PNT, and Sensors 
ÅDevelop standards for RF distribution 
ÅSelect a high speed bus for real- 

time coordination 
ÅResearch and select a backplane 
ÅInvestigate IA and EMI concerns 

with a common chassis 
ÅTabletop demo in April 2015 

 
 

HW/SW Convergence Incremental 
Capabilities and Demonstrations  

Phase 2 (FY15-16) 
ÅUtilize backplane to minimize external wires 

and facilitate two-level maintenance 
ÅIntegrate Mission Command, Assured 

PNT, and additional EW and Comms 
ÅImplement standard software 

environment to host waveforms 
ÅImplement required IA controls 
ÅDevelop standards for shared 

processing resources 
ÅDefine backplane extensions 

for C4ISR/EW 
ÅVehicle demo in Nov 2016 

 
 
 
 

Phase 3 (FY16-17) 
ÅUtilize open interfaces to 

demonstrate compatibility, 
interoperability and resource 
sharing 
ÅIntegrate additional EW and 

Assured PNT capabilities 
ÅPort legacy waveforms using 

standard SW environment 
ÅShared amplifier for missions 

ÅReal-time coordination between missions 
ÅStandards for power management and resource sharing 

ÅCross Domain Solution implementation and MLS study 
ÅTabletop demo in June 2017, Vehicle demo in September 2017 

Develop and mature specifications for a converged 
architecture during the FY14-17 timeframe.  Transition 
resulting standards to the acquisition community for 

inclusion in future solicitations and requirements. 
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Vehicular Integration for C4ISR/EW 
Interoperability (VICTORY)  

Purpose: 

Eliminate, where possible, the practice of ñBolt Onò systems.  

VICTORY Data Bus enables interoperability across C4ISR/EW and 

platform systems on Army ground vehicles. 

Results/Products: 

ÅArchitecture 

ÅStandard Specifications 

ÅReference Designs 

ÅInitial Validation Artifacts 

ÅReference Software Library 

ÅCompliance Test Suite 

Payoff: 

ÅReduces SWaP impact of GFE over time. 

ÅEnables new capabilities through interoperability: systems 

share data and are managed via a vehicle network ï the 

VICTORY Data Bus (VDB). 

ÅEnables commonality: common specifications, software and 

hardware. 

ÅReduces overall life cycle costs through competition. 

ÅMaximizes C4ISR/EW portability. 

Status: 

ÅIncluded in solicitations for Army ground vehicles. 

ÅASA(ALT) requiring that PEOs/PMs develop a plan for 

compliance. 

ÅAdditional information available at http://victory-standards.org/. 

Traditional Approach 

VICTORY Approach 

http://victory-standards.org/
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Modular Open RF Architecture  
(MORA)  

Purpose: 

Develop a Modular Open RF Architecture (MORA) to 

support next generation multi-function missions. 

Results/Products: 
ÅMORA architecture and specifications 

ÅChange Proposal to add MORA to VICTORY 

ÅReference Implementation of MORA interfaces 

ÅPrioritized failover algorithm and application for 

SDRs and Radioheads 

ÅMORA monitoring and management application 

ÅPrototype RFDD with transmit diversity 

ÅLab demonstration using common hardware for 

multiple missions areas (e.g., EW and Comms) 

Payoff: 
ÅImproved protection distance  

ÅReduced SWaP 

ÅDynamic power allocation 

ÅShared resources 

ÅAutomatic redundancy and failover 

ÅInteroperability 

ÅLower acquisition costs 

Schedule 

MILESTONES FY13  FY14 FY15 FY16 

Define MORA Architecture 

Develop MORA Specifications 

Develop Reference Implementation 

Define/Validate RF Distribution 

Develop/Validate EW Capability #1 

Develop/Validate Comms Capability 

Develop/Validate EW Capability #2 

Develop/Validate EW Capability #3 

Define/Validate MORA High Speed Bus 

Define/Validate Optical RF Distribution 

Define/Validate Digital RF Distribution 

Multi-Function Demonstration 

V1.0 
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